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Abstract—A model of core losses, in which the hysteresis coefficients are variable with the frequency and induction (flux density) and the eddy-current and excess loss coefficients are variable only with the induction, is proposed. A procedure for identifying the model coefficients from multifrequency Epstein tests is described, and examples are provided for three typical grades of non-grain-oriented laminated steel suitable for electric motor manufacturing. Over a wide range of frequencies between 20–400 Hz and inductions from 0.05 to 2 T, the new model yielded much lower errors for the specific core losses than conventional models. The applicability of the model for electric machine analysis is also discussed, and examples from an interior permanent-magnet and an induction motor are included.

Index Terms—Brushless permanent-magnet (PM) motor, core loss, electric machine, Epstein test, finite-element analysis (FEA), induction motor, iron loss, laminated steel.

I. INTRODUCTION

SINCE its first formulation by Steinmetz more than a hundred years ago [1], the model of power losses in ferromagnetic materials has been continuously under study. Jordan brought a significant contribution by defining the hysteresis and eddy-current components [2] on which the analysis of electrical machines is still based. Improved models based on these concepts, e.g., [3] and [4], combined with careful calibration against experimental data collected from generic motor designs, have been typically used in industrial practice.

More recently, Bertotti proposed a frequency domain model including one supplementary term of excess or anomalous loss [5]. The model, which employs material-dependent constant coefficients, was further extended into the time domain [6], gained popularity in the electrical machines community, and was used in various forms in example studies, such as [7]–[9]. However, the general applicability of the model remained under scrutiny, and a new benchmark study, which was conducted by a large number of research groups in Japan, provided good correlation between a surface permanent-magnet (PM) brushless motor experimental data and computations performed with steel models that ignored the anomalous loss component [10]. In another recent paper, Boglietti et al. [11] investigated eight different materials at inductions between 0.6 and 1.7 T and frequencies between 10 and 150 Hz, systematically identified a zero value for the excess loss coefficient, and observed that, based on Epstein frame experiments, the individual contributions of eddy-current and anomalous losses cannot be separated. In yet another relevant paper, Chen and Pillay proposed a model with invariable coefficients for the eddy-current and excess loss and variable hysteresis loss parameters [12], an approach that combined and extended the concepts introduced by Hendershot and Miller [3], Bertotti [5], Slemon and Liu [13], and Miller et al. [14].

This paper brings further original contributions to the subject by studying three different laminated steels for electric motors on a wide range of frequencies between 20 and 400 Hz and inductions from 0.05 to 2 T. A mathematical model fitting procedure, which results in the coefficients of the core loss components being variable with frequency and/or induction, is introduced and proved to yield relatively small errors between the numerical estimations and the Epstein measurements. The comparison between the improved model and a conventional model provides interesting insights into the separation of core loss components. Also included are two example studies from a prototype interior permanent-magnet (IPM) machine and an induction motor.

II. EPSGON FRAME MEASUREMENTS

One of the materials considered in this paper is a widely available generic M43 fully processed electric steel. The other two materials are varieties of semiprocessed cold-rolled electric steel, which after annealing have the main characteristics listed in Table I and will be denoted as SPA and SPB. All three are non-grain-oriented steel alloys and are suitable for the high-volume production of rotating electrical machines.

Samples of the materials were tested in an Epstein frame, which was built according to ASTM standard [15]. The excitation and measurement system was provided by a Brockhaus Messtechnik MPG100D 3 Hz to 1 kHz ac/dc hysteresisgraph equipped with an amplifier rated at peak values of 40 A and 110 V [16]. The repeatability of the hysteresisgraph is certified by the instrument manufacturer at 0.1% for magnetic field measurements and 0.2% for power loss measurements.
TABLE I
MAIN CHARACTERISTICS OF SAMPLE MATERIALS

<table>
<thead>
<tr>
<th>Material type</th>
<th>Thickness [in]</th>
<th>Permeability at 1.5T and 60Hz</th>
<th>Loss at 1.5T and 60Hz [W/lb]</th>
<th>Density [kg/m³]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPA</td>
<td>0.020</td>
<td>2137</td>
<td>2.29</td>
<td>7800</td>
</tr>
<tr>
<td>SPB</td>
<td>0.022</td>
<td>3071</td>
<td>3.16</td>
<td>7850</td>
</tr>
<tr>
<td>M43</td>
<td>0.018</td>
<td>1387</td>
<td>1.88</td>
<td>7700</td>
</tr>
</tbody>
</table>

Fig. 1. Core losses measured in an Epstein frame on a sample of SPA (semiprocessed electric steel of type A).

Fig. 2. Core losses measured in an Epstein frame on a sample of SPB (semiprocessed electric steel of type B).

Magnetic permeability and core loss measurements (Figs. 1–3) were performed over a wide range of frequencies in induction increments of 0.05 T, according to an experimental procedure suggested in [17]. The terminology of core loss, rather than iron loss, and induction, rather than flux density, follows the relevant ASTM standards [15].

III. NEW MODEL FOR SPECIFIC CORE LOSSES

Under sinusoidal alternating excitation, which is typical for form-factor-controlled Epstein frame measurements, the specific core losses $w_{Fe}$ in watts per pound (or watts per kilogram) can be expressed by

$$w_{Fe} = k_h f B^\alpha + k_c f^2 B^2 + k_a f^{1.5} B^{1.5}$$  \hspace{1cm} (1)

where the first right-hand term stands for the hysteresis loss component and the second for the eddy-current loss component. The last term corresponds to the excess or anomalous loss component, which is influenced by intricate phenomena, such as microstructural interactions, magnetic anisotropy, non-homogeneous locally induced eddy currents. Despite the complicated physical background and based on a statistical study, Bertotti has proposed the simple expression for the excess losses, similar to that of the eddy-current losses, but with an exponent value of 1.5 [5]. In a conventional model, the values of the coefficients $k_h, \alpha, k_c,$ and $k_a$ are assumed to be constants, which are invariable with frequency $f$ and induction $B$.

As the first step of the procedure developed in order to identify the values of the coefficients, (1) is divided by the frequency resulting in

$$\frac{w_{Fe}}{f} = a + b \sqrt{f} + c \left( \sqrt{f} \right)^2 \hspace{1cm} (2)$$

where

$$a = k_h B^\alpha \hspace{0.5cm} b = k_c B^{1.5} \hspace{0.5cm} c = k_a B^2. \hspace{1cm} (3)$$

For any induction $B$ at which measurements were taken, the coefficients of the aforementioned polynomial in $\sqrt{f}$ can be calculated by quadratic fitting based on a minimum of three points (Fig. 4). During trials, it was observed that a sample of five points, represented by measurements at the same induction and different frequencies, is beneficial in improving the overall stability of the numerical procedure. In this paper, measurements at one low frequency of 25 Hz (or 20 Hz), three intermediate frequencies of 60, 120, and 300 Hz, and one high frequency of 400 Hz were used where available (Figs. 1–3), and, typically, the values of the fitting residual for (2) were very close to unity, i.e., $r^2 \approx 1$, indicating a very good approximation.

From (2) and (3), the eddy-current coefficient $k_c$ and the excess loss coefficient $k_a$ are readily identifiable. These coefficients are independent of frequency, but, unlike those for the conventional model, they exhibit a significant variation...
has experienced a minimum value in the range of 0.3–0.5 T and for SPA. The discrete variations of varied from 0.883 for M43 to 0.82 for SPB and down to 0.78 for SPA. The eddy-current loss component coefficient \( k_e \) with the induction (Figs. 5 and 6). The following third-order polynomials were employed for curve fitting of \( k_e \) with the induction; \( k_a \) is invariable with frequency.

with the induction (Figs. 5 and 6). The following third-order polynomials were employed for curve fitting of \( k_e \) and \( k_a \):

\[
k_e = k_{e0} + k_{e1} B + k_{e2} B^2 + k_{e3} B^3
\]

\[
k_a = k_{a0} + k_{a1} B + k_{a2} B^2 + k_{a3} B^3.
\]

For \( k_a \), the best \( r^2 \) was obtained for SPB with a value of 0.98, followed by SPA at 0.87 and M43 at 0.75. For \( k_a \), \( r^2 \) varied from 0.883 for M43 to 0.82 for SPB and down to 0.78 for SPA. The discrete variations of \( k_e \) and \( k_a \) at high induction are noticeable in Figs. 5 and 6, and these could be attributed, at least in part, to the fact that less than five fitting points were available for fitting (2). The use of a lower order polynomial in (4) and (5) is not recommended, as it leads to a poorer data fit with a considerably lower \( r^2 \).

One possible explanation for the variation of \( k_e \) and \( k_a \) with induction—the two coefficients having somehow complementary trends (see Figs. 5 and 6), i.e., \( k_e \) substantially increasing and \( k_a \) substantially decreasing with \( B \), respectively, after \( k_e \) has experienced a minimum value in the range of 0.3–0.5 T and \( k_a \) a local maximum around 0.5–0.7 T—could lay in the 1.5 fixed exponent value of the anomalous loss component and/or

in the fact that the separation in-between the eddy-current and anomalous losses is questionable, this being a hypothesis already advanced by other authors [11] based on a different analysis than ours. On the other hand, it should be mentioned that yet other authors [12], by following a similar frequency separation procedure as per (2) and (3), were able to identify constant valued coefficients \( k_e \) and \( k_a \)—a result that we have not experienced on any of the three steels reported in this paper or on any other steels that we have studied.

In order to identify the coefficients \( k_h \) and \( \alpha \), which can be traced back to Steinmetz’s original formula, further assumptions have to be made regarding their variation. An improved model, in which \( \alpha \) is a first-order polynomial of flux density, has already been in use for a number of years in a commercially available motor design software [4]. Recently, in [12], a second-order polynomial has been proposed for \( \alpha \), and in our new formulation, the following third-order polynomial is employed:

\[
\alpha = \alpha_0 + \alpha_1 B + \alpha_2 B^2 + \alpha_3 B^3.
\]

Substituting (6) in (3) and applying a logarithmic operator leads to an equation

\[
\log a = \log k_h + \left( \alpha_0 + \alpha_1 B + \alpha_2 B^2 + \alpha_3 B^3 \right) \log B
\]

with five unknowns, namely \( k_h \), and the four polynomial coefficients of \( \alpha \). The coefficient \( a \) represents the ratio of hysteresis loss and frequency, which is calculated from (2) by substituting the values of \( b \) and \( c \) from (3) and making use of the analytical estimators (4) and (5), which greatly reduce numerical instabilities. The plot of \( \log a \) against induction at a set frequency indicates three intervals of different variation types, which, for the example shown in Fig. 7, can be approximately set to induction ranges of 0.0–0.7, 0.7–1.4, and 1.4–2 T. For a given frequency and induction range, (7) is solved by linear regression using at least five induction values, i.e., \( \log B \). The discrete values of the hysteresis loss coefficient \( k_h \) and the average values \( \bar{\alpha} \) for the three materials studied are listed in Tables II–IV.

It is interesting to note that the aspect of the \( \log a \) curves plotted in Fig. 7 also provides support to an observation made...
by other authors in [10], where a two-step approximation of \( k_h \) and \( \alpha \) was proposed without the disclosure of any other details. In our model, an estimation with three induction steps is employed for \( k_h \) and \( \alpha \).

While other numerical models with some type of variable hysteresis coefficients have already been published, e.g., [3], [10], [12], and [14], a phenomenological theory to support such a mathematical formulation is not yet unanimously accepted. One possible explanation can lay in the fact that the area of the quasi-static magnetization loop, which is a measure of the hysteresis losses, is influenced by the dynamic losses [5], [6] and that the instability of the magnetic domains at the microscopic level is a nonlinear and complicated function of magnetization and frequency.

Based on the measurement of core losses \( w_{Fe} \) at different inductions \( B_k \) and frequencies \( f_i \), the calculation of the eddy currents, \( k_e \), excess, \( k_a \), and hysteresis, \( k_h \) and \( \alpha \), coefficients is summarized by the following computational procedure:

Start
For each \( B_k \)
   For each \( f_i \)
      Compute the ratio \( w_{Fe}(f_i, B_k)/f_i \)
   EndFor
Curve fit (2)
   Compute \( k_e(B_k) \) and \( k_a(B_k) \) with (2) and (3)
EndFor
Polyfit \( k_e(B) \) with (4) and \( k_a(B) \) with (5)
For each \( B_k \)
   Compute \( a = k_h B_k^\alpha \) from (2) and (3) using (4)
   and (5)
   Compute \( \log a; \) see (6) and (7)
EndFor
Plot \( \log a \) versus \( B \) and identify curve inflexions
Define intervals of \( B \) for \( k_h \) and \( \alpha \)
For each \( B \) interval with a minimum of five values of \( B_k \)
   For each \( f_i \)
      Solve (7) for \( k_h, \alpha_0, \alpha_1, \alpha_2 \) and \( \alpha_3 \)
   EndFor
   Compute \( \alpha \) with (6)
EndFor
Compute average \( \bar{\alpha} \) for \( B \) interval
EndFor
End
Fig. 8. Relative error between the calculated and the Epstein measured core loss at the frequencies used in the numerical model fitting for SPA steel.

Fig. 9. Relative error between the calculated and the Epstein measured core loss at frequencies not used in the numerical model fitting for SPA steel.

Fig. 10. Relative error between the values estimated by a conventional model with constant coefficients and Epstein measured core losses for SPA steel. The y-axis scale limits are ten times larger than in Figs. 8 and 9.

The new core loss model covers frequencies up to 400 Hz and a very wide induction range between 0.05 and 2 T, and yet, the relative error between the estimated and measured specific core losses is very low, as shown in Fig. 8 for SPA steel. The results in Fig. 8 were produced using the actual value of $\alpha$ at each set $B$, as per (6). The errors for the SPB and M43 steel, which are not included here for brevity, are even lower.

The model was also used to estimate losses at frequencies not employed in the curve-fitting procedure, and an example is provided in Fig. 9. In this case, analytically fitted values, as per (4) and (5), were used for $k_e$ and $k_a$, and linearly interpolated values from Tables II–IV were employed for $k_h$ and average $\bar{\alpha}$. The errors are still well within limits considered satisfactory for most practical engineering applications and considerably lower than those provided by other known models, which represents, in our opinion, a remarkable result.

IV. COMPARISON WITH CONVENTIONAL MODELS

The comparison of the new model with the conventional model provides some interesting observations and, most notably, shows that the new model can be regarded as an extension of the classical theory rather than a contradiction of it. For example, conventional values for the power coefficient $\alpha$ from the hysteresis loss formula are typically in the range of 1.6–2.2 T. In Tables II–IV, with the new coefficient values, this approximately corresponds to low frequencies and midrange inductions.

According to conventional models, the eddy-current loss, which is often referred as “classical” loss, can be estimated with a constant value coefficient calculated as

$$k_e = \frac{\pi^2 \sigma \delta^2}{6 \rho V}$$  \hspace{1cm} (8)

based on the electrical conductivity $\sigma$, the lamination thickness $\delta$, and the volumetric mass density $\rho V$. For the materials considered, SPA, SPB, and M43, the classical values of $k_e$ correspond on the nonlinear curves shown in Fig. 5 to an induction of approximately 1.3, 1.5, and 1.7 T, respectively. Analytical estimations or typical values are not available for $k_h$ and $k_a$.

As a comparative exercise, coefficient values were selected to be constant, for the hysteresis losses equal to the values corresponding to 60 Hz and the 0.7–1.4 T range (see Table II) and for the eddy-current and excess losses equal to the values at 1.5 T (see Figs. 5 and 6), i.e., the actual values for the SPA steel are $k_h = 0.0061$ W/lb/Hz/T$^\alpha$, where $\alpha = 1.9412$, $k_e = 1.3334 \times 10^{-3}$ W/lb/Hz$^2$/T$^2$, and $k_a = 2.7221 \times 10^{-4}$ W/lb/Hz$^{1.5}$/T$^{1.5}$. In this case, the very large errors and the numerical oscillations, which fall around the selected reference point of 1.5 T, exemplified in Fig. 10, are not a surprise and are in line with previous studies published by other authors, e.g., [10].

Selecting different but constant values for the four coefficients may change the induction around which the errors oscillate and even reduce the maximum error but will not be able to bring this within acceptable limits for a wide range of frequencies and inductions due to the inherent limitations.
built in the conventional model. On the other hand, reliable steel models are vital, for example, for cost-competitive line-fed induction motor designs, in which the magnetic loading is pushed to the very limits, and for variable-speed machines, in which the flux is weakened at high-speed operation. Therefore, accurate information of core losses at low flux density but high frequency is essential.

The error values in Figs. 8 and 9 on one hand and Fig. 10 on the other hand are in sharp contrast, and they are plotted on a different $y$-axis scale, which clearly illustrates the advantages of employing third-order polynomials for $k_c$, $k_a$, and $\alpha$, together with three induction steps for $\alpha$ and $k_h$. The use of a second- or first-order polynomial would increase the error, “transitioning” the fit from the good results shown in Figs. 8 and 9 toward a typically poorer conventional fit as shown in Fig. 10. Oscillating errors as those illustrated in Fig. 10 also provide an interesting explanation as to why, sometimes, the calculations employing a conventional model with constant coefficients are not entirely out of proportion; provided that the flux density around which the error oscillations occur is corresponding to an “average” operating point of the magnetic circuit, overall, the overestimation and the underestimation for different regions of the core will tend to cancel each other through a more or less fortunate arrangement.

Inasmuch as the numerical validity of the new specific core loss model is based on a systematic mathematical algorithm to identify coefficients and is proven through the small errors to measurements, its phenomenological aspects are open to debate. In particular, the separation in hysteresis, on one hand, and eddy-current and excess losses, on the other hand, is of great interest, as each of these components receives a different treatment in electrical machine analysis, which will be discussed in the next section. At 60 Hz and midrange inductions of 0.7–1.4 T, the percentage of hysteresis out of the total core losses is relatively constant, and the values calculated by the new and the conventional model are even comparable (Figs. 11 and 12). However, the values can be largely different at other frequencies (Figs. 13 and 14) and/or inductions, a situation that can have direct consequences on the accuracy with which electric motors are modeled.
V. Calculation of Core Losses in Electrical Machines

The conversion from the frequency domain to the time domain of a nonlinear model, such as (1), which is based on data collected from a standard Epstein sample excited with a sinusoidally form-factor-controlled alternating magnetic field is not straightforward, especially if the coefficients are variable. Therefore, Fourier harmonic analysis, under the assumption that the contribution of the fundamental frequency is largely dominant, is the preferred engineering choice for machine simulation at steady-state operation. The following equations calculate the eddy-current and anomalous specific core losses at any point in the magnetic circuit by adding the individual contribution of each \( n \)th harmonic along the radial and tangential directions:

\[
w_e = \sum_{n=1}^{\infty} k_{en} (nf)^2 (B_{r,n}^2 + B_{t,n}^2)
\]

\[
w_a = \sum_{n=1}^{\infty} k_{an} (nf)^{1.5} (B_{r,n}^{1.5} + B_{t,n}^{1.5})
\]

The hysteresis losses, on the other hand, are only dependent of the fundamental frequency \( f \) and the peak value of the waveform of flux density \( B \) and therefore have no high harmonic contributions. The hysteresis loss is affected though by a correction factor due to the minor hysteresis loops [18].

The open-circuit core losses in the stator core of a three-phase six-pole 184-frame prototype IPM machine with NdFeB magnets and a magnetic circuit made of SPA steel were calculated with a finite-element analysis (FEA) software [19] and the previously described core loss models (Fig. 15). As mentioned before, the method can be employed for the simulation of any steady-state operation of an electrical machine, and the open-circuit condition of the IPM was a preferred choice for numerical validation, because, in this case, the flux density in the magnetic circuit is basically independent of frequency (speed), which is determined by the PM flux, allowing the case study to concentrate on the variation of core losses with frequency only. Furthermore, in the open-circuit simulation, other unknowns, such as the phase current waveforms, are eliminated. The flux density waveforms in various parts of the stator core were decomposed in Fourier series, and the harmonic contributions up to the 11th order were added. For harmonics with a frequency exceeding 400 Hz, the coefficients used where those determined for 400 Hz.

The comparison of computational results shown in Fig. 16, obtained with the new mathematical model, for the losses in the stator core only and data from spin-down and input–output experiments is considered satisfactory, taking into account the inherent errors of such motor tests [10], the inclusion—in the experimental data only—of a small component of rotor losses due to high-order harmonics of the magnetic field, and the additional losses caused by the mechanical stress introduced by frame fitting [10] and/or lamination punching, even if largely successful stress relief was provided through annealing [20]. Furthermore, the flux density in the back iron, which accounts for approximately a third of the total stator core loss, is partially exposed to rotational flux with rather significant radial and tangential components (Fig. 17), which can produce rotational core losses [21]. On the other hand, the losses calculated with a conventional core loss model having constant parameters systematically overestimated the experimental data.

Similar FE computations were performed for the no-load operation of a 3-phase 2-pole 101-frame induction motor design (Fig. 18). This operating condition, under variable voltage supply, was the preferred choice for numerical validation, because the case study can concentrate on the variation of core losses with flux density only and additional unknowns such as the rotor bar current distribution are eliminated. Prototypes built from the two steels SPB and M43 were tested at quasi-synchronous speed with the power input–power output method. In deeming as satisfactory the numerical results of Fig. 19, consideration was given to the fact that the experimentally...
separated total core losses include a small component of rotor losses due to high-order harmonics of the magnetic field, whereas the FEA calculations are for the stator core only. Furthermore, a significant fact is that the back iron, which contributes by more than 70% to the total stator core losses, is exposed to rotational magnetic flux (Fig. 20). The detailed analysis of this phenomenon is beyond the scope of a model based on the summation of core losses due to two orthogonal alternating magnetic field components, as in (9) and (10), and employing material coefficients derived from unidirectional magnetic field Epstein tests. An extra challenge to the modeling effort is brought about by the fact that the prototype is designed to run, at rated voltage and above, with the magnetic circuit very strongly saturated, especially in the teeth, as shown in Fig. 20, where the example tooth flux density basically overlaps the radial axis.

VI. CONCLUSION

The proposed model uses hysteresis loss coefficients, which are variable with frequency and induction, and eddy-current and excess loss coefficients, which are variable with induction only, and overcomes the inaccuracies of the typical conventional core loss models with constant coefficients. For the three grades of laminated electric steel studied, the errors between the computations with the new model and Epstein frame measurements are very low over a wide range of frequency between 20 and 400 Hz and a wide range of induction from as low as 0.05 T to as high as 2 T. A comparative study has illustrated the limitations of the conventional model and its restricted applicability to 60-Hz line frequency and midlevel induction in an approximate range of 0.7–1.4 T.

The model with variable coefficients also provides a different perspective onto the component separation of the specific core losses, having a direct influence on electric machine analysis. Inasmuch as the application of the model in the daily industrial practice has to surpass the extra hurdles of collecting a
substantial amount of material data, which is required by the numerical procedures of coefficient identification, and of FEA usage, that is recommended in order to obtain accurate local information on the electromagnetic field, the application of the model for research and development looks promising, especially in the light of the results obtained on two case studies from an IPM machine and an induction motor.
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